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1. Introduction to SaskPower & On-Line Performance

Where is Saskatchewan?



SaskPower capacity:
Hydro 854 MW 27%

Gas 538 MW 17%

Wind 161 MW 5%

Coal 1661 MW 51%

SP Total 3214 MW 100%

IPP Capacity:

Gas 438 MW 96%

Wind 11 MW 3%

Heat Rec 5 MW 1%

IPP Total: 454 MW 100%

TOTAL 3668 MW

Population 1,040,000 (2008)
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SaskPower’s Assets



Company Profile:
• Crown Utility owned by province of Saskatchewan
• Generation & Transmission company
• Sales executed by separate company (NorthPoint Energy)
• ~$4 billion in assets 
Short-term Growth Strategy:
• Gas, gas and more gas (higher than expected load growth)
• Combination of SaskPower (~300 MW) & IPP investment (200- 

400 MW) by 2010
Long-term Growth Strategy:
• Everything is on the table 
• Clean-coal, Combined Cycle, Polygeneration, Nuclear
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About SaskPower



2008 SaskPower Capacity Position
(as at August 2008: Quarter 2 load forecast update)
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Capacity Obligation Net Capability

Ermine: +94 MW
QE: +105 MW
Success: -30 MW

BD #3: -139 MW

Meadow Lake: -44MW

BD #5: -139 MW

BD #6: -273 MW
BD #1: -62 MW
BD #4: -139 MW
Landis: -79 MW

PR #2: -291 MW

QE #3: -95 MW

Brada: +141MW

Meridian: -228 MW

Cory: -245 MW
QE1 Rep: -228 MW

PR #1: -291 MW

BD #2: -61MW

Load Growth & Unit Retirements
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Production Performance Group

•Remote Monitoring

•Field testing

•Statistical Reporting

•Site meetings with plants

•Monitoring & Statistical 
tools development & 
maintenance
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Current Monitoring tools
On-Line Tools:
• Data historian
• Engineering calcs in Bailey
Off-Line Tools:
• Engineering calcs
• Anomaly detection
• Modeling
• Team room
• Operator Logs
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Monitoring Program Assessment
Program reviewed in 2005:
• Slow & time consuming (off-line 

spreadsheets, field testing)
• Bailey calcs not maintained, not 

validated, not trusted.
• Missing data/instruments
• Spend too much time on data 

manipulation, not enough on 
assessment & follow-up

• Often perform post-mortems, 
and not enough preventative 
assessments.

• Too many tools – information 
scattered.

• No standardized processes.
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Not doing things as 
smart as we could be



Performance Monitoring Goals:
• Efficient unit operation & high availability *
• Evaluation of equipment & cycle condition *
• Performance Optimization * (open loop)
• Performance Problem solving *
• Maintenance planning prior to scheduled outages *
• Maintenance evaluation after maintenance activities *
• Development of input/output dispatch curves *
• Knowledge & History capture

* Source: ASME PTC PM Performance Monitoring Guidelines for Steam Power Plants
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Project Team

Queen Elizabeth

Boundary Dam

Poplar River Shand

Operations Support – Production Performance

Ivory Tower

IT, BP&P
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Automate engineering calculations
Data Validation & replacement
Automate anomaly detection
What if modeling (turbine & boiler)
System Maintainability
Instrumentation gap remediation
Pilot new tools at one site to prove Real Time concepts
Production Performance Group provide on-going program 
leadership, maintenance, and continuous improvement 
Standardize & Network Operator logs system
Common dashboard for KPIs visible to entire company
Consolidate tools sets where practical
Educate employees about the bottom-line impacts they can have.

Program Adjustment Scorecard
2. Project Description



Closed loop optimization
Outage & Derate tracking
Asset Management

Program Exclusions
2. Project Description



3rd Party OLP systems:
Open Loop Systems (no DCS interface):
1. Thermal Performance Systems

2) Anomaly Detection Systems

3) Asset Management Systems

Closed Loop Systems (DCS interfaced):
4) Alarm Management Systems

5) Controls Optimizer Systems

2. Project Description



???

What are others doing?
2. Project Description

http://www.progress-energy.com/index.cfm
http://www.ameren.com/


•Unit by unit 
comparison on 
each point.

•Thermal 
Performance & 
Equipment 
condition points.

•Instrumentation 
added by:

piggy-backing on DCS 
upgrade projects

leading a monitoring 
network project where 
no DCS upgrade planned

Instrumentation Gap Analysis:
3. Implementation & Technology



Monitoring Instrument Network:
3. Implementation & Technology



On-Line Performance Network:
3. Implementation & Technology

• Network diagram.



Pilot site Selection
• Start with base load units.
• PRPS, a 2 unit coal fired 

facility was constructed in: 
1981 (PR2)
1983 (PR1)

• DCS upgraded from Bailey 
Infi90 to Emerson Ovation 
during major overhaul on: 
PR2 (2006) 
PR1 (2008)

• Instrumentation gaps have 
been filled

• Capacity issues on PR2 boiler 
(O2 split, low exit temps, sec 
air system deficiencies)
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Project Timeline Summary
• January 2006: Began OLP system replacement research (forced by Emerson 

controls upgrade).
• April 2006: Hosted demos by 5 Third party OLP vendors.  (Attended by PRPS, 

SHPS, BDPS, OS, BP&P).
• Summer 2006: S. McLeod attended 3 user group meetings (Scientech, General 

Physics, SmartSignal).
• Fall 2006: Assembled specification, received budget pricing
• January 2007: Submitted CPA.
• March 2007: Hosted demos by 4 Third party OLP vendors. (Attended by PRPS, 

SHPS, BDPS, QEPS, OS, BP&P).
• April 2007: Updated Instrument Gap Analysis
• April 2007: Managers meeting presentation
• May 2007: S. McLeod attend user group meetings (NeuCo / Black & Veatch).
• Fall 2007: Project Approval, Issue RFP
• 2008: Pilot system on PR2, Begin Instrumentation upgrades (SHPS, BDPS, 

QEPS)
• 2009-2010: Complete instrumentation upgrades, Install systems on PR1, SHPS, 

BDPS, QEPS
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Thermal Performance Monitoring
3. Implementation & Technology

Heat 
rates

Mass 
flows

Energy 
balances



Equipment Performance Monitoring
3. Implementation & Technology

Pump Curves Mill Curves Boiler Cleanliness

Turbine Stage Efficiencies Condenser Performance FW Heater Performance



Anomaly Detection
3. Implementation & Technology



Rules Engine
3. Implementation & Technology



Operator Log System
3. Implementation & Technology



Fleet Management Display
3. Implementation & Technology



Findings: 2B BFP capacity deterioration
4. Benefit Assessment



Findings: 2B PA Fan motor issue
4. Benefit Assessment



Automate engineering calculations
Data Validation & replacement
Automate anomaly detection
What if modeling (turbine & boiler)
System Maintainability
Instrumentation gap remediation
Pilot new tools at one site to prove Real Time concepts
Production Performance Group provide on-going program 
leadership, maintenance, and continuous improvement
Standardize & Network Operator logs system
Common dashboard for KPIs visible to entire company
Consolidate tools sets where practical
Educate employees about the bottom-line impacts they can have.

Program Scorecard update
4. Benefit Assessment



Anticipated Effects on Group
5. Future Thoughts

•Remote Monitoring (faster)

•Field testing (less)

•Statistical Reporting (auto)

•Site meetings with plants

•Monitoring tools 
maintenance (model tuning)



• Evaluate Fleet Management Display
• Evaluate Operator logs system
• Evaluate Web-client
• Evaluate server (likely migrate to dedicated server)
• Boiler What-if modeling built into PMAX
• Completion of punchlist items by Scientech
• Finalize overall system configuration
• Complete overall system evaluation
• Contract Scientech to configure other SaskPower plants

5. Future Thoughts

Project Next Steps



Questions???



Break!
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